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Abstract
Background This study aimed to assess the quality and readability of large language model–generated responses to 
frequently asked questions (FAQs) about Kienböck’s disease (KD).

Methods Nineteen FAQs about KD were selected, and the questions were divided into three categories: general 
knowledge, diagnosis, and treatment. The questions were inputted into the Chat Generative Pre-trained Transformer 4 
(ChatGPT4) webpage using the zero-shot prompting method, and the responses were recorded. Hand surgeons with 
at least 5 years of experience and advanced English proficiency were individually contacted over instant WhatsApp 
messaging and requested to assess the responses. The quality of each response was analyzed by 33 experienced 
hand surgeons using the Global Quality Scale (GQS). The readability was assessed with the Flesch–Kincaid Grade Level 
(FKGL) and Flesch Reading Ease Score (FRES).

Results The mean GQS score was 4.28 out of a maximum of 5 points. Most raters assessed the quality as good (270 
of 627 responses; 43.1%) or excellent (260 of 627 responses; 41.5%). The mean FKGL was 15.5, and the mean FRES 
was 23.4, both of which are considered above the college graduate level. No statistically significant differences were 
found in the quality and readability of responses provided for questions related to general knowledge, diagnosis, and 
treatment.

Conclusions ChatGPT-4 provided high-quality responses to FAQs about KD. However, the primary drawback was 
the poor readability of these responses. By improving the readability of ChatGPT’s output, we can transform it into a 
valuable information resource for individuals with KD.

Level of evidence Level IV, Observational study.
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Introduction
Patients most frequently use the internet for initial 
research related to their health information, considering 
the increases in technology usability and accessibility [1, 
2]. More than half of all patients perform pre-consulta-
tion research on their medical conditions [3]. Therefore, 
access to high-quality, readable resources on the Internet 
is important for patients. Large language models (LLMs) 
are sophisticated natural language processing (NLP) sys-
tems that evaluate textual inputs to produce contextually 
pertinent outputs. LLMs can be defined as “Generative 
Artificial Intelligence (AI),” a category encompassing AI 
systems producing data, including text, video, or audio 
[4]. AI-powered chatbots, such as Chat Generative Pre-
trained Transformer (ChatGPT), have recently shown 
significant potential in the context of improved patient 
education [5].

ChatGPT (OpenAI, Inc., CA, USA) is an LLM online 
chatbot released in November 2022. It has recently 
gained notable popularity, marking a significant mile-
stone in consumer-facing deep learning. ChatGPT can 
grasp the complexities inherent in human language, 
enabling the generation of relevant, contextually appro-
priate responses to a wide range of questions [6]. LLM-
based chatbots may play a role in providing accurate and 
comprehensible health information to patients in the 
near future, potentially reducing the spread of health 
misinformation and improving patient literacy [6, 7].

However, the accuracy of LLM-generated responses 
to health-related patient inquiries remains a significant 
concern [6]. Previous studies in orthopedics and trauma-
tology were cautiously optimistic regarding the accuracy 
and quality of ChatGPT responses [8, 9]. However, a few 
studies have assessed the responses of ChatGPT in the 
specific field of hand surgery [10]. The increasing use of 
ChatGPT necessitates further examination of the accu-
racy, reliability, and accessibility of LLM responses to 
patient inquiries about hand surgery.

Kienböck’s disease (KD) is characterized by avascular 
necrosis of the lunate carpal bone, also known as luna-
tomalacia [11, 12]. The Office of Rare Diseases of the 
National Institutes of Health classifies KD as a rare dis-
ease [13]. Obtaining accurate information on uncommon 
diseases such as KD is more challenging than when a dis-
order is common. Therefore, we investigated the quality 
and readability of LLM-generated responses to frequently 
asked questions (FAQs) about KD. We hypothesized 
that the responses would exhibit high quality but low 
readability.

Methods
Identification of frequently asked questions about 
Kienböck’s Disease
The ethical committee approval was waived for this study 
because it solely comprised online information. Hence, 
an IRB number or informed consent form was not 
required. The study was conducted in accordance with 
the principles of the Declaration of Helsinki.

The phrases “Kienböck’s Disease” and “Lunate Avascu-
lar Necrosis” were selected to represent the vocabulary 
commonly used by individuals with KD when search-
ing for information about their diagnosis. Each of the 
two phrases was entered into the three most commonly 
used search engines (Google, Bing, and Yahoo). Next, 
FAQs about KD were identified from various websites 
of trustworthy organizations (my.clevelandclinic.org, 
www.msdmanuals.com, www.assh.org, and www.physio-
pedia.com). In addition, the study by Dias and Lunn was 
referred to develop the questions [14].

Initially, 46 FAQs about KD were selected, excluding 
questions with similar or vague meanings and nonmedi-
cal questions about KD. Ultimately, the authors selected 
19 questions considered the most relevant by consensus. 
These questions were divided into three categories: gen-
eral knowledge, diagnosis, and treatment. The authors 
modified the phrasing and grammar of several questions 
to ensure understandability.

The prepared questions were presented to ChatGPT-4 
(OpenAI Global LLC, CA, USA, a subsidiary of OpenAI, 
Inc.) on March 1, 2024, with a new session for each ques-
tion. The ChatGPT interface was accessed via the web-
page, and the zero-shot prompting method was used.

Quality analysis
The Global Quality Scale (GQS) was used to determine 
the overall quality of the responses. The GQS is a 5-point 
Likert scale used to assess the quality of information, flow 
of information available online, and convenience of use. 
On this scale, 1 point indicates very bad quality and 5 
points indicate excellent quality [15].

Hand surgeons with a minimum of 5 years of experi-
ence and advanced English language proficiency were 
individually contacted through instant messaging (What-
sApp; Meta Inc., CA, USA) and asked to assess the 
responses. Thirty-three hand surgeons analyzed the qual-
ity of each response in an online survey that included the 
questions and the corresponding responses provided by 
ChatGPT. The inter-rater reliability was also analyzed.

Readability analysis
The Flesch–Kincaid Grade Level (FKGL) and Flesch 
Reading Ease Score (FRES) were used to determine read-
ability. The FRES ranges from 0 (indicating unreadable 
text) to 100 (indicating very easy-to-read text). The FKGL 

http://www.msdmanuals.com
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translates the FRES into a corresponding reading level 
anticipated for a specific grade level in the American edu-
cation system, ranging from first grade to college (Table 
S1). Both FKGL and FRES are computed using formulas 
that consider the average sentence length (i.e., the ratio of 
words to sentences) and the average number of syllables 
per word (i.e., the ratio of syllables to words) [16].

Statistical analysis
Statistical analysis was performed using the Statistical 
Package for the Social Sciences version 26.0 (IBM Corpo-
ration, NY, USA). The descriptive data were expressed as 
the mean ± standard deviation, or number and frequency, 
where applicable. After confirming the normality of all 
relevant variables, the t test was employed for indepen-
dent pairwise group comparisons, and one-way analysis 
of variance and multivariate analysis of variance were 
used for comparisons involving more than two groups. 
The Dunn’s test was used for post hoc analysis. Fleiss’ 
kappa (κ) was used to assess inter-rater reliability. A P 
value ≤ 0.05 indicated a statistically significant difference.

Results
The compilation of “FAQs about KD”, as outlined in the 
method section, is shown in Table 1.

The mean GQS score was 4.28 ± 0.11 (range 4.03–4.42) 
out of a maximum of 5 points (Fig. 1). Among the 33 rat-
ers, the most common GQS scores were good (270 of 627 
responses; 43.1%) and excellent (260 of 627 responses; 
41.5%). The inter-rater reliability was κ = 0.74, indicating 
substantial agreement.

For all responses, the mean FKGL was 15.5 ± 1.64 
(range 13–20), and the FRES was 23.4 ± 9.28 (range 8–40) 
(Fig. 1; Table 2). The majority of the responses were con-
sidered to be above college level and extremely confusing 
(Table 3).

No significant differences were found in the quality or 
readability of responses to questions regarding general 
knowledge, diagnosis, and treatment (Table 2).

Discussion
The key findings of this study are that responses to FAQs 
about Kienböck’s disease generated by ChatGPT-4 dem-
onstrate high quality, but limited readability.

LLMs are sophisticated NLP systems that evaluate tex-
tual inputs to provide contextually pertinent outputs. 
LLMs have rapidly become integrated into the health-
care industry, where they are used to analyze medical 
images, perform robotic procedures, and support clini-
cal decision-making [17, 18]. Considering the challenges 
of obtaining reliable information on the Internet, the 
rapid advancement of LLM is anticipated to help patients 
access accurate information regarding their medical con-
ditions [19]. However, LLM-generated information has 
certain limitations, including inadequate knowledge of 
specific areas and an inability to understand context [20]. 
The application of ChatGPT in the field of hand surgery 
continues to evolve. Hence, hand surgeons should be 
aware of widely accessible LLMs such as ChatGPT and 
their capabilities to better address patients’ concerns [10].

ChatGPT-4 was selected in this study because it 
is accessible to patients and has become a preferred 

Table 1 Summary of frequently asked questions about Kienböck’s disease presented to ChatGPT
Number of Question Questions Categories GQS

(mean ± SD)
FKGL FRES

1 What is Kienböck’s disease? General Knowledge 4.39 ± 0.66 13.4 39.1
2 How many people have Kienböck’s disease? General Knowledge 4.24 ± 0.75 16 14.3
3 What are the risk factors for Kienböck’s disease? General Knowledge 4.42 ± 0.71 14.8 28.6
4 Is Kienböck’s disease chronic? General Knowledge 4.15 ± 0.62 15.5 19.9
5 Is Kienböck’s disease bilateral? General Knowledge 4.15 ± 0.83 17.9 10.7
6 Is Kienböck’s disease work related? General Knowledge 4.36 ± 0.65 19.4 9.6
7 How fast does Kienböck’s disease progress? General Knowledge 4.30 ± 0.64 15.1 25.9
8 What are the most recent advances in Kienböck’s disease? General Knowledge 4.30 ± 0.85 17.7 8.6
9 How painful is Kienböck’s disease? Diagnosis 4.42 ± 0.71 15.3 29.6
10 Is there any special test for Kienböck’s disease? Diagnosis 4.30 ± 0.73 13.6 35.5
11 What is Kienböck’s disease Magnetic Resonance Imaging? Diagnosis 4.27 ± 0.72 16.8 19.4
12 How do you relieve Kienböck’s disease pain? Treatment 4.30 ± 0.68 15.3 19.2
13 How long does it take to recover from Kienböck’s disease? Treatment 4.12 ± 0.82 15 25.6
14 Can you recover from Kienböck’s disease? Treatment 4.18 ± 0.73 16.6 19.9
15 What happens if Kienböck’s disease is left untreated? Treatment 4.30 ± 0.77 13.5 31
16 How do you treat Kienböck’s disease without surgery? Treatment 4.36 ± 0.55 15.1 22.5
17 How long does Kienböck’s disease surgery take? Treatment 4.03 ± 0.64 13.5 35.1
18 What is the success rate of Kienböck’s disease surgery? Treatment 4.33 ± 0.65 16.5 16.1
19 What is the best surgery for Kienböck’s disease? Treatment 4.27 ± 0.76 14.2 34.5
GQS: Global quality scale, FKGL: Flesch-Kincaid grade level, FRES: Flesch reading ease score, SD: Standard deviation
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instrument in the chatbot arena. An important limitation 
of ChatGPT is its propensity to incorporate overt inaccu-
racies in its responses, commonly termed “artificial hallu-
cination” [21]. Proper prompting techniques can produce 
outputs closely corresponding with pertinent data and 
established knowledge, thereby diminishing the probabil-
ity of hallucination. Clear and concise prompts reduce 
ambiguity, thus enhancing the precision of information 
[22]. In this study, special attention was paid to ensure 
that the prepared questions were clear and concise, and 
the questions were inputted into the ChatGPT-4 using 
the zero-shot prompting method. Zero-shot prompting 
refers to performing tasks without any specific examples 

[23]. The reason for choosing this method was to assess 
the level of ChatGPT-4’s pre-existing knowledge without 
any prior information.

The GQS was used as a quality assessment tool to 
enable more raters to participate using a relatively simple 
assessment method. In our study, 33 experienced hand 
surgeons, each with a minimum of 5 years of experience, 
evaluated the responses. The high inter-rater agreement 
indicates rater homogeneity and assessment reliability. 
Readability was evaluated using the FKGL and FRES, 
which are widely used in the literature and have proven 
to be reliable [1, 10, 24].

Crook et al. [10]. analyzed the information obtained by 
ChatGPT for common diseases requiring hand surgery 
(carpal tunnel syndrome, cubital tunnel syndrome, trig-
ger finger, and distal radius fracture) and reported that 
the responses exhibited high quality. Numerous stud-
ies across various medical specialties have analyzed AI-
generated responses [25–30]. These studies indicate that 
AI-generated responses exhibit good quality for medi-
cal disciplines other than hand surgery. Taşkaldıran et 
al. [27] reported that the mean GQS score was 4.9 for 

Table 2 Quality and readability statistics stratified by the question categories
General knowledge Diagnosis Treatment Total p-value

GQS (mean ± SD) 4.25 ± 0.1 4.29 ± 0.02 4.22 ± 0.12 4.28 ± 0.11 0.615
FKGL (mean ± SD) 16.22 ± 1.82 15.23 ± 1.02 14.96 ± 1.36 15.5 ± 1.64 0.498
FRES (mean ± SD) 19.58 ± 11.04 28.16 ± 8.83 25.48 ± 6.81 23.4 ± 9.28 0.28
SD: standard deviation

Table 3 Categorical readability results of the Flesch reading ease 
score (FRES) and Flesch-Kincaid grade level (FKGL)
Test n (%) Level of readability
Flesch reading ease score 5 (26.3%) College level

14 (73.7%) Above college level
Flesch-Kincaid grading 6 (31.5%) Difficult

13 (68.5%) Extremely confusing
n: number

Fig. 1 Line graphs showing the FRES (blue line), FKGL (yellow line) and GQS (red line) scores. The x-axis represents the score, and the y-axis represents 
the questions
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ChatGPT-4 responses regarding hyperparathyroidism. 
Our findings were consistent with the previous studies in 
this regard. The 33 experienced hand surgeons rated the 
responses as high quality, independent of the question 
category (Table 3).

For written text to be comprehensible, it must be read-
able. The use of numerous unfamiliar terms, frequent 
repetition of these words, and a high proportion of pas-
sive sentences all contribute to diminished text readabil-
ity [16, 31]. The abundance of medical terminology in 
health-related informative text reduces the readability. 
Hadden et al. [32]. assessed the readability of educational 
materials on hand surgery. The average Flesch–Kincaid 
grade of texts on various disorders was 9.3 (difficult to 
read). Our results showed that the categorical readabil-
ity levels were considered to be above college level and 
extremely confusing. Therefore, the main disadvan-
tage of the AI-generated responses was poor readability 
(Table 3), leading to doubts about the current feasibility 
and usability of ChatGPT by the general population.

This study is novel in assessing AI-generated responses 
to FAQs about KD. A few studies have assessed the online 
information sources related to KD. Noback et al. [24]. 
highlighted the need for health literacy to gain informa-
tion about KD on the Internet due to the low readability 
of online resources. Katt et al. [1]. reported that some of 
the informative websites about KD were commercial in 
nature, and the provided information exhibited limited 
completeness. These studies indicated that the online 
information sources for KD were inadequate. We believe 
that AI-based software such as ChatGPT can make infor-
mation about KD more accessible, enhancing both effi-
ciency and convenience.

This study had some limitations. First, we used a single 
AI software, ChatGPT-4, and did not compare it with 
any other AI software or websites to increase the num-
ber of raters. The responses sent to the 33 different raters 
spanned 15 pages. Such a large number of raters might 
make assessments extremely difficult if we were to com-
pare these responses with other AI software. The second 
limitation was the potential for “artificial hallucination.” 
This study did not individually assess inaccuracies; how-
ever, we believe that the risk of “artificial hallucination” 
was mitigated due to the clarity of our questions and the 
inclusion of precise information in the prompts.

Conclusions
The LLM chatbot provided high-quality responses to 
FAQs about KD. However, a substantial disadvantage 
exists regarding the readability of the information pro-
vided. Hence, if LLMs improve their readability or if soci-
etal health literacy increases, LLM chatbots can become 
a valuable source of information, even for rare diseases 
such as KD.
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